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Is my classifier fair?



Is my classifier fair?

• The stakes are high: unethical (and often illegal) to 
discriminate based on many protected classes
• But it’s not trivial to define fairness or check for it
• The COMPAS doesn’t use race as a feature in its predictions
• Why isn’t that enough to make it fair?



Defining Fairness

•We’re typically worried about being unfair with respect to a 
particular variable, e.g. race or gender
• Because these variables are correlated with many/all of our 

features, just removing them from consideration doesn’t fix 
the problem
• Often, it makes it worse!

Corbett-Davies, Sam, and Sharad Goel. 2018.
"The measure and mismeasure of fairness: A critical review of fair machine learning.”



Defining Fairness

False positive

False negative

Positive predictive value (PPV: a/(a+c)) ; Negative predictive value (NPV: d/(b+d))



Defining Fairness

• 1. Overall accuracy: (a+d)/(a+b+c+d) is the same for 
both groups
• 2. The positive predictive value (PPV: a/(a+c)) and negative 

predictive value (NPV: d/(b+d)) are the same for both 
groups.
• 3. The false negative rate (FNR: b/(a+b)) and the false 

positive rate (FPR: c/(c+d)) are the same for both groups



Optimizing for Fairness

• Can we change our loss function to enforce fairness while 
also maximizing accuracy?
• Which definition of accuracy?
• Should we prefer fairness or accuracy?
• How do we control this trade-off?
• What are the ethical implications of these decisions?
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Optimizing for Fairness

• 2. Conditional use accuracy equality: both PPV and NPV are 
the same across groups.

• 3. Predictive equality and equal opportunity: both FPR and 
FNR are the same across groups

• Why not require both of these?

• Theorem: If we cannot perfectly classify the data and the 
base rate of the outcome differ by protected class, then it is 
impossible to satisfy both these conditions!

Kleinberg, Jon, et al. 2018 "Algorithmic fairness."

Chouldechova, Alexandra, and Aaron Roth. 2018 "The Frontiers of Fairness in Machine Learning."



Defining Fairness





Possible ways forward

• Can we budget the amount of unfairness that’s acceptable, 
and then minimize classification loss within that budget?
• Can we pre-process our data to eliminate sources of 

unfairness before we train our model?

Kleinberg, Jon, et al. 2018 "Algorithmic fairness."

Chouldechova, Alexandra, and Aaron Roth. 2018 "The Frontiers of Fairness in Machine Learning."



Are we asking the right questions?
• “Mathematical models can, in fact be, and in 

some cases have been, tools that further 
inequality and unfairness and perpetuate bias”
- O’Neil, 2017

•Ways to automate existing
systems are often considered
instead of questions on how to
improve the underlying 
(sociocultural) system itself.

Slide adapted from Abeba Birhane



What about accountability and 
transparency?
•Most research and tools focus on fairness
• External accountability: users/regulators can hold an 

organization responsible for harmful ML
• Internal accountability: developers/researchers can “debug” a 

harmful ML system
• Transparency: decisions around fair ML can be understood by 

stakeholders

Raji et al., Closing the AI accountability gap: defining an end-to-end framework
for internal algorithmic auditing. https://doi.org/10.1145/3351095.3372873



What about ethics?

Bird et al., Fairness-Aware Machine Learning: Practical Challenges and Lessons Learned
https://doi.org/10.1145/3308560.3320086

https://doi-org.proxy1.library.jhu.edu/10.1145/3308560.3320086


What about ethics?

Art by Paul Kuttner



Who are the stakeholders?
What is equitable? What is at stake? 

Access to:
- Hiring,
- Credit,
- Criminal justice,
- Quality UX

Freedom from:
- Discrimination,
- Stereotyping



Computing technologies shape our personal, social, and political lives in 
increasingly complex and consequential ways – providing tremendous 
benefits (e.g. convenient access to information, connecting to one 
another across time and space) and harms (e.g. biased decision-making, 
mass surveillance, disinformation campaigns, and exclusion from critical 
material opportunities) that are important to examine and understand.



Challenges of incorporating algorithmic 
‘fairness’ into practice

A practitioner translation tutorial

Ken Holstein 
CMU & Microsoft

Hanna Wallach
Microsoft Research 

Jean Garcia-Gathright 
Spotify

Hal Daumé III
Microsoft Research & 
University of 
Maryland

Miroslav Dudík
Microsoft Research 

Sravana Reddy 
Spotify

Co-organizers

Who are we?

Jenn Wortman Vaughan -
 Microsoft Research

Henriette Cramer
Spotify 

Co-organized by:
Hanna Wallach, Jean Garcia-Gathright, Hal Daumé III, Miroslav Dudík, Sravana Reddy

https://drive.google.com/file/d/1rUQkVS0NzSH3IE
qZDsczSxBbhYHbjamN/view
https://www.youtube.com/watch?v=UicKZv93SOY

https://drive.google.com/file/d/1rUQkVS0NzSH3IEqZDsczSxBbhYHbjamN/view
https://www.youtube.com/watch?v=UicKZv93SOY


All subsequent slides taken from Microsoft/Spotify tutorial: “Challenges of 
incorporating algorithmic ‘fairness’ into practice” unless otherwise specified.
https://drive.google.com/file/d/1rUQkVS0NzSH3IEqZDsczSxBbhYHbjamN/view

https://drive.google.com/file/d/1rUQkVS0NzSH3IEqZDsczSxBbhYHbjamN/view


All subsequent slides taken from Microsoft/Spotify tutorial: “Challenges of 
incorporating algorithmic ‘fairness’ into practice” unless otherwise specified.
https://drive.google.com/file/d/1rUQkVS0NzSH3IEqZDsczSxBbhYHbjamN/view

https://drive.google.com/file/d/1rUQkVS0NzSH3IEqZDsczSxBbhYHbjamN/view


Sweeney, Latanya, Discrimination in Online Ad Delivery (January 28, 2013).
http://dx.doi.org/10.2139/ssrn.2208240

https://dx.doi.org/10.2139/ssrn.2208240




Example: Twitter cropping

•Who is responsible for unfair performance of models?
• Is the model developer? The dataset developer? Twitter? 

Slide from Carlos Aguirre



Hiring system does not rank 
women as highly as men for 
technical jobs

X X

Photo management program 
labels images of dark-skinned 
people as “gorillas”

X X

Image search for “CEO” yield 
only photos for white men X X

Types of harm can co-occur and need to be specified
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Fairness Throughout the Machine 
Learning Lifecycle







Wu & Zhang, 2016























https://www.theverge.com/2020/9/2/21419012/edgenuity-online-class-ai-grading-keyword-mashing-students-school-cheating-algorithm-glitch





Datasheets for Datasets 15

A Database for Studying Face Recognition in Unconstrained Environments Labeled Faces in the Wild

Motivation
For what purpose was the dataset created? Was there a specific
task in mind? Was there a specific gap that needed to be filled? Please
provide a description.
Labeled Faces in the Wild was created to provide images that
can be used to study face recognition in the unconstrained setting
where image characteristics (such as pose, illumination, resolu-
tion, focus), subject demographic makeup (such as age, gender,
race) or appearance (such as hairstyle, makeup, clothing) cannot
be controlled. The dataset was created for the specific task of pair
matching: given a pair of images each containing a face, deter-
mine whether or not the images are of the same person.1

Who created this dataset (e.g., which team, research group) and on
behalf of which entity (e.g., company, institution, organization)?
The initial version of the dataset was created by Gary B. Huang,
Manu Ramesh, Tamara Berg, and Erik Learned-Miller, most
of whom were researchers at the University of Massachusetts
Amherst at the time of the dataset’s release in 2007.

Who funded the creation of the dataset? If there is an associated grant,
please provide the name of the grantor and the grant name and number.
The construction of the LFW database was supported by a United
States National Science Foundation CAREER Award.

Any other comments?

Composition

What do the instances that comprise the dataset represent (e.g., doc-
uments, photos, people, countries)? Are there multiple types of in-
stances (e.g., movies, users, and ratings; people and interactions between
them; nodes and edges)? Please provide a description.
Each instance is a pair of images labeled with the name of the
person in the image. Some images contain more than one face.
The labeled face is the one containing the central pixel of the
image—other faces should be ignored as “background”.

How many instances are there in total (of each type, if appropriate)?
The dataset consists of 13,233 face images in total of 5749 unique
individuals. 1680 of these subjects have two or more images and
4069 have single ones.

Does the dataset contain all possible instances or is it a sample (not
necessarily random) of instances from a larger set? If the dataset is
a sample, then what is the larger set? Is the sample representative of the
larger set (e.g., geographic coverage)? If so, please describe how this
representativeness was validated/verified. If it is not representative of the
larger set, please describe why not (e.g., to cover a more diverse range of
instances, because instances were withheld or unavailable).

1All information in this datasheet is taken from one of five sources. Any errors
that were introduced from these sources are our fault.

Original paper: http://www.cs.cornell.edu/people/pabo/
movie-review-data/; LFW survey: http://vis-www.cs.umass.
edu/lfw/lfw.pdf; Paper measuring LFW demographic characteris-
tics : http://biometrics.cse.msu.edu/Publications/Face/HanJain
UnconstrainedAgeGenderRaceEstimation MSUTechReport2014.pdf;
LFW website: http://vis-www.cs.umass.edu/lfw/.

The dataset does not contain all possible instances. There are
no known relationships between instances except for the fact that
they are all individuals who appeared in news sources on line, and
some individuals appear in multiple pairs.

What data does each instance consist of? “Raw” data (e.g., unpro-
cessed text or images)or features? In either case, please provide a de-
scription.
Each instance contains a pair of images that are 250 by 250 pixels
in JPEG 2.0 format.

Is there a label or target associated with each instance? If so, please
provide a description.
Each image is accompanied by a label indicating the name of the
person in the image.

Is any information missing from individual instances? If so, please
provide a description, explaining why this information is missing (e.g., be-
cause it was unavailable). This does not include intentionally removed
information, but might include, e.g., redacted text.
Everything is included in the dataset.

Are relationships between individual instances made explicit (e.g.,
users’ movie ratings, social network links)? If so, please describe
how these relationships are made explicit.
There are no known relationships between instances except for
the fact that they are all individuals who appeared in news sources
on line, and some individuals appear in multiple pairs.

Are there recommended data splits (e.g., training, develop-
ment/validation, testing)? If so, please provide a description of these
splits, explaining the rationale behind them.
The dataset comes with specified train/test splits such that none
of the people in the training split are in the test split and vice
versa. The data is split into two views, View 1 and View 2. View
1 consists of a training subset (pairsDevTrain.txt) with 1100 pairs
of matched and 1100 pairs of mismatched images, and a test sub-
set (pairsDevTest.txt) with 500 pairs of matched and mismatched
images. Practitioners can train an algorithm on the training set
and test on the test set, repeating as often as necessary. Final
performance results should be reported on View 2 which consists
of 10 subsets of the dataset. View 2 should only be used to test
the performance of the final model. We recommend reporting
performance on View 2 by using leave-one-out cross validation,
performing 10 experiments. That is, in each experiment, 9 sub-
sets should be used as a training set and the 10th subset should be
used for testing. At a minimum, we recommend reporting the es-
timated mean accuracy, µ̂ and the standard error of the mean:
SE for View 2.
µ̂ is given by:

µ̂ =

P10
i=1 pi
10

(1)

where pi is the percentage of correct classifications on View 2
using subset i for testing. SE is given as:

SE =
�̂p
10

(2)

Fig. 1. Example datasheet for Labeled Faces in the Wild [14], page 1.

Datasheets for Datasets (Gebru et al, 2018)















Buolamwini and Gebru, 2018











Phillips et al, 2011











Feedback: Adversarial





Bird et al., Fairness-Aware Machine Learning: Practical Challenges and Lessons Learned
https://doi.org/10.1145/3308560.3320086

https://doi-org.proxy1.library.jhu.edu/10.1145/3308560.3320086


• Defining fairness is challenging
• Who are the stakeholders?
• What are the stakes?

• Questions of fairness arise throughout the “ML lifecycle”
• Not just when users see the model

• This is a loop
• It’s never going to be perfect
• Be transparent and accountable!

Takeaways
















